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Abstract – The escalating utilization of mobile devices and the 

Internet of Things (IoT) has spurred extensive research in Radio 

Frequency Identification (RFID) to develop advanced indoor 

localization algorithms. However, conventional RFID-based 

indoor localization algorithms often fall short in delivering 

optimal performance. This limitation arises from the challenges 

associated with setting up a substantial number of antennas and 

the relatively small dimensions of the signal feature vector.In 

light of these challenges, this article presents a novel approach 

that addresses these issues by introducing a Wavelet Neural 

Network (WNN) and Extended Kalman Filter (EKF) based 

indoor localization and tracking algorithm. The proposed 

algorithm strategically employs received signal strength 

indicator (RSSI) and phase as feature input vectors, aiming to 

enhance accuracy. Our proposed technique has the advantage of 

accurately localising multiple tags in closed spaces, despite 

several constraints such as coupling effect, Non-Line of Sight 

(NLOS) propagation, multi-path propagation, and lack of pre-

deployed reference tags. Experimental results show a substantial 

improvement in Localization Error, Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), and Localization Error 

Offset (LEO). 

Keywords – RFID, WNN, Artificial Intelligence (AI), Ultra 

High Frequency (UHF), Received Signal Strength Indication 

(RSSI), EKF. 

I. INTRODUCTION 

The escalating prevalence of mobile systems and the 

growing prevalence of indoor activities underscore the critical 

significance of indoor localization within the domains of 

wireless sensor networks and pervasive computing. UHF 

RFID technology stands out as a focal point due to its 

economic viability, easy installation, minimal power 

consumption, uncomplicated deployment, low latency, high 

precision, extensive range, and adaptability in challenging 

environmental conditions [1,2]. In contrast, the Global 

Positioning System (GPS) proves impractical for indoor 

applications owing to challenges associated with multipath 

reflection and pronounced attenuation of satellite signals due 

to impediments posed by surrounding structures and complex 

indoor environments [3,4]. 

Various methods have been used to address indoor 

localization and tracking issues, including infrared, ultrasonic, 

WLAN, Bluetooth, and RFID[5,6]. Among them, RFID is the 

most preferred technology due to its benefits. However, in 

complex indoor environments, RFID suffers from multipath 

and NLOS propagation, which severely affects the quality of 

measured radio signals[7,8]. Several solutions have been 

proposed to mitigate these adverse effects, such as time of 

arrival (TOA), time difference of arrival (TDOA), phase of 

arrival (POA), phase difference of arrival (PDOA), received 

signal strength indicator (RSSI), etc[3,7,9]. 

Presently, operational RFID tag positioning heavily relies 

on Received Signal Strength Indicator (RSSI). But because 

indoor environments are complex, it can be difficult to 

determine the specific distance based on signal strength 

between the RFID reader and the tag position, which can 

result in large inaccuracies and compromise the accuracy of 

tag localization [10]. Additionally, trilateral methods often 

entail complex mathematical calculations, making them 

impractical for widespread use. In scene analysis, location 

parameters are computed to construct an information plan for 

a specific localization scenario, followed by determining the 

point most likely to exhibit the feature characteristic of the 

desired located point [7,11,12]. 

Machine learning approaches, such as neural networks 

(NN), support vector machines, and K-nearest neighbours, 

have been introduced recently to improve indoor localization 

[13]. However, scene analysis demands an extensive reference 

tag signal strength dataset for increased accuracy, making it a 

labour-intensive and time-consuming process. Furthermore, 

deploying a substantial number of antennas in the localization 

field proves costly and impractical, resulting in a diminished 

signal feature vector dimension that adversely affects 

positioning accuracy [7,14]. 

Recent literature underscores the heightened sensitivity of 

phase information in signals to distance, presenting an 

opportunity to improve accuracy in indoor localization [3,5]. 

Nevertheless, phase cannot be directly considered a feature 

due to its impact on training effectiveness. Precise phase 

information collection and database enhancement for the 

training model necessitate the use of appropriate aerial 

placement structures [5]. 

To surmount these challenges, this paper introduces a 

Wavelet Neural Network (WNN) and Extended Kalman Filter 

(EKF) based indoor localization and tracking algorithm. This 

algorithm utilizes both RSSI and phase as feature input 

vectors, demonstrating notable enhancements of67%, 87.5%, 

62%, and 27% in Localization Error, RMSE, MAE, and LEO 

respectively. The proposed method holds promise for 

achieving accurate indoor localization and tracking in 
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complex indoor environments, offering significant advantages 

for applications such as asset tracking, surveillance, and 

location-based services. 

In this work, the input feature vector combines RSSI and 

phase information, achieving improved dimensionality 

through the incorporation of hidden layers in the NN. The 

WNN and EKF-based indoor localization algorithm leverage 

an orthogonal wavelet function as an activation function in the 

hidden layer. The use of orthogonal wavelet functions 

presents an advantage in time-frequency resolution, 

particularly when dealing with signals exhibiting abrupt 

changes [1,15,16]. Additionally, the network can adjust the 

resolution scale dynamically to maintain approximation 

accuracy. The orthogonality of the function bases facilitates 

seamless addition or deletion of network nodes during 

training, minimizing disruption to pre-existing network 

weights and reducing learning time [1,17,18]. The 

uncertainties, irregular sampling, non-linearity, and 

multivariate nature inherent in RFID localization and tracking 

measurements pose challenges that traditional algorithms are 

ill-equipped to address [19,20]. To address these flaws in the 

RFID measurement model, a non-linear filter EKF is 

employed. 

The remaining portions are categorised as: Section II 

contains Measurement Model, Section III, Proposed 

Algorithm Section IV, Experimental setup and results, 

Finally, Section V conclusion. 

II. MEASUREMENT MODELLING 

i) UHF RFID RSSI: RSSI is measured by RSSI ranging 

model. The signal received from the antenna is linked to 

distance logarithmically. Because of severe restrictions and 

interference, inside settings are more complex than outdoor 

ones, and as a result, signal strength decreases as indoor 

environment distance increases [7,21]. Using a logarithmic 

model of path loss, the correlation between signal intensity 

and the distance (d) between the RFID tag and antenna is 

illustrated as 

  𝑋𝐿(𝑑) =  𝑋𝐿(𝑑0) + 10𝑞log (𝑑
𝑑0

⁄ ) + 𝑋σ. (1) 

In this equation, do represent the reference distance, XL(d) 

describes the free space path loss and The symbol q stands for 

a path loss exponent. 𝑋σ is a random variable with a variance 

of σ
2
 and a standard deviation of zero. The power is expressed 

in dBm and the distance in meters. 𝑋σ is introduced as the 

effect of shadow fading, which is result of obstacles and 

multipath interference. The RSSI is given by  

 𝑿𝑳(𝒅𝟎) =  𝑿𝒕 −  𝑷𝑳(𝒅𝟎). (2) 

𝑃𝐿(𝑑0) represents the received power which has a normal 

distribution, Xt denotes the transmitted power from 

transponder. 

Let there be N (N= 1,2,3……n) number of antennas which 

are fused with 2D coordinated as (XN,YN). Let (XO,YO) be the 

coordinates of the object/RFID tag. Then the estimated 

distance 𝑹 𝑵,𝑶
′  between the antenna and the RFID tag 

calculated by 

 𝑹𝑵,𝑶
′𝟐

= (𝑿𝑵 − 𝑿𝑶)𝟐 + (𝒀𝑵 − 𝒀𝑶)𝟐 . (3) 

The error EN,O between the real distance RN,O and the 

estimated distance R'N,O is given by 

 𝑹𝑵,𝑶
𝟐 −  𝑹𝑵,𝑶

′𝟐
=  𝑬𝑵,𝑶

𝟐 . (4) 

This is a multi-iteration method. The Mean Localization 

Error (MLE) for M number of iteration is given by 

 𝑴𝑳𝑬 =
𝟏

𝑴
∑ 𝑬𝑵,𝑶

𝟐𝑴
𝑵=𝟏 . (5) 

This work incorporates phase information, in addition to 

distance, in its analysis. A radio frequency (RF) signal's phase 

can be stated as the product of the angular frequency (ω) and 

the propagation time (τ). Complex demodulation provides a 

straightforward method to obtain the phase[1,7]. As illustrated 

in Figure 1, phase information can serve as a viable substitute 

for TOA measurements to determine distance. 

Reader

Reader Antenna

Target Tag



 

Fig. 1. Phase data used in measuring distance 

As the range varies by half a wavelength, the phase 

undergoes a period change. The phase information is related 

to the Line of Sight (LoS) distance R and can be represented 

mathematically as: 

 𝝓 =
−𝟒𝝅𝑹

𝝀
+ 𝝓′ , (6) 

where 𝝀 is the working wavelength, 𝝓 is the phase value, and 

𝝓′ is the extra phase brought on by the hardware. The phase 

varies monotonically over a range of half a wavelength. 

Nevertheless, using ultra-high frequencies results in 

ambiguous phase and a half wavelength that is too short for 

direct application. Hence, in real scenarios, it is necessary to 

resolve the ambiguity [5,7]. 

Phase-based spatial identification can be accomplished in 

three primary ways: Space Domain Phase Difference of 

Arrival (SD-PDOA), Time Domain Phase Difference of 

Arrival (TD-PDOA), and Frequency Domain Phase 

Difference of Arrival (FD-PDOA). A reliable method for 

preventing multipath effects is TD-PDOA. It is easy to 

determine the direction of movement and the point where the 

tag crosses the centre while employing TD-PDOA [5,7]. 

Moreover, the velocity profile in the direction of LoS can 

be calculated using TD-PDOA. In the TD-PDOA method, as 

shown in Figure 2, a tag circles the reader antenna at a 

consistent rate. If the additional phase shift and the ambient 

are both constant and stable, the velocity profile can be 

determined using the derivative of the phase difference with 

respect to the duration discrepancy. The following is how the 

radial velocity profile is expressed: 𝑽𝒓 =  
𝝀

𝟒𝝅

(𝜟𝝓−𝜟𝝓′)

𝜟𝒕
,

 (7) 
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where;  𝝓𝟏 − 𝝓𝟐 , 𝜟𝝓′ = 𝝓𝟏
′ − 𝝓𝟐

′  and 𝜟𝒕 = 𝒕𝟏 − 𝒕𝟐. 
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Fig. 2. TD-PDOA schematic diagram 

Although TD-PDOA has the advantages of lower computation 

requirements and equipment costs, it is not suitable for 

scenarios where the tag moves at high speeds [7]. 

On taking angle dependent losses into consideration  

 𝑿𝒓𝒆𝒄(𝒅, 𝝓) =  𝑿𝑳(𝒅) + 𝑳𝑫(𝝓), (8) 

𝑳𝑫(𝝓)is angle dependent loss and depends on 𝝓 only. The 

relation between d and 𝑿𝒓𝒆𝒄(𝒅, 𝝓) is given by 

 𝒅 =  𝒅𝟎𝟏𝟎
𝑿𝑳(𝒅𝟎)+𝑿𝝈+𝑳𝑫(𝝓)−𝑿𝒓𝒆𝒄(𝒅,𝝓)

𝟏𝟎𝒒 . (9) 

RSSI in terms of 𝑿𝝈, 𝝓 𝒂𝒏𝒅 𝑳𝑫(𝝓) is  

 𝑿𝒓𝒆𝒄(𝒅, 𝝓) =  𝑿𝑳(𝒅𝟎) − 𝟏𝟎𝒒𝒍𝒐𝒈 (
𝒅𝒆−𝒅−𝜹𝒅

𝒅𝟎
) , (10) 

𝒅𝒆  is estimated distance and 𝜹𝒅 is distance error. 

 𝒅 = 𝒅𝟎𝟏𝟎
𝑿𝑳(𝒅𝟎)−𝑿𝒓𝒆𝒄(𝒅,𝝓)

𝟏𝟎𝒒  . (11) 

The distance error is specified by 

 𝜹𝒅 = 𝒅 − 𝒅𝒆 (12) 

ii) Wavenets: An alternative to conventional neural 

networks (CNN) for approximating arbitrary nonlinear 

functions is the WNN or Wavenet, formed by integrating the 

wavelet transform (WT) with the fundamental principles of 

NN[1,13]. Performance of the system is improved when the 

wavelet function takes over the role of a traditional neural 

network's hidden layer. The hidden layer threshold is also 

determined using the wavelet function. The Wavenet 

algorithm primarily consists of minimizing the approximation 

error and constructing self-built networks. 

In the initial step, Wavenet conducts a detailed study on 

representational network architectures. The network 

progressively adds hidden units to efficiently cover the time-

frequency area relevant to the outlined goal. Simultaneously, 

network parameters are updated to maintain topology and 

apply post-processing. In the second process, initialized 

network parameters undergo updates using an adaptive 

parametric technique based on the gradient descent algorithm 

to minimize approximations of instantaneous errors [22,23]. 

The optimization rule is selectively applied to hidden units 

with a square window in the time-frequency plane, 

encompassing the chosen point. 

The suggested WNN model, as shown in Figure 3, consists 

of three layers, each of which performs a different function: 

an input layer, a hidden layer (also known as the wavelet or 

wavelon layer), and an output layer. Similar to neurons in 

traditional neural networks, the wavelon layer gets 

information from the input layer [17]. This layer enlarges and 

translates the wavelet function to create the wavelet series. 

 

Fig3. Threelayer’ WNN structure 

Several types of wavelet functions can be used in WNN. In 

this Mexican Hat wavelet function is utilised which is defines 

as 

  𝜳(𝒙) = (𝟏 − 𝒙𝟐)𝒆
−𝒙𝟐

𝟐 , (13) 

Ψj for each node is derived from its mother wavelet function 

as  

 𝜳𝒋(𝒙) = 𝜳(𝒂𝟎𝝈 − 𝒃𝟎), (14) 

where,    σ = ∑ α𝑖,𝑗𝑥𝑖
𝐿𝑖
𝑖=1 . 

The wavelet's translation and dilation factors are marked 

by 𝑎0 and 𝑏0, respectively. Li is the number of input layer 

nodes, and 𝑥𝑖 is the input variable.The connection weight 

between the i
th

 input layer and the j
th

 wavelon in the wavelon 

layer is denoted by α𝑖,𝑗, while the connection weight between 

the j
th

 wavelon in the wavelon layer and the k
th

 output 

variable is β
𝑗,𝑘

.Output of WNN is given by 

 𝒁𝒌 = ∑ 𝜷𝒋,𝒌𝜳𝒋(𝒙)
𝑷

𝒋=𝟏
, (15) 

where k= 1,2,3……………..M. 

iii) Extended Kalman Filter (EKF): When variables of 

interest are indirectly assessable amid noisy measurements, 

the Kalman Filter (KF), an optimal estimation algorithm, is 

widely employed [24]. Specifically designed for linear 

systems, the KF predicts parameters like position, speed, or 

direction in the presence of noise and data uncertainties[25]. 

Nonlinear systems have extensions like the EKF, Unscented 

Kalman Filter (UKF), with the EKF being the most popular 

among them [16]. 

Nevertheless, electromagnetic interference (EMI) creates 

non-Gaussian time-variant noise with a non-zero mean when 

the EKF is used close to electric transmission lines, 

necessitating the use of an alternate methodology for 

parameter estimation. 

The KF's foundation lies in assessing the likelihood of the 

anticipated state hypothesis given the prior state hypothesis. 

This probability guides correction using data from 
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measurement sensors, integrating measurement and prediction 

against process and measurement noise [27]. 

In utilizing the EKF, the system's model is crucial, and two 

EKF models exist for nonlinear discrete time systems with 

linear observations. Linearization is achieved by applying the 

Jacobian and Extended Jacobian models to the nonlinear 

system[28]. 

In summary, the KF is a potent tool for estimating 

parameters amid noise and errors. The EKF, a nonlinear 

variant, is commonly used but requires careful consideration 

of specific conditions, such as EMI near electric transmission 

lines. Adequate modeling and linearization are vital, with 

various models available for different systems. 

An iterative algorithm, the EKF, estimates a dynamic 

system without direct data. It forecasts past, present, and 

future states based on prior knowledge, remarkable for 

estimating the current state without needing full history or 

past data. The estimation of the state and the error covariance 

matrix from the previous time step are among the inputs, 

along with the current measurement [2][29]. 

 

iv) Evaluation Parameters: The advantages of the proposed 

system are verified on the basis of following parameters 

Mean Localization error:This is average error in localising an 

object. 

 𝒆 =
𝟏

𝒏
∑ √(𝒙 − 𝒙𝒊)

𝟐 + (𝒚 − 𝒚𝒊)
𝟐𝒏

𝒊=𝟏 . (16) 

Root Mean Square Error: This is the square root of the 

standard deviation, or mean square, between the predicted and 

actual locations. 

 𝑹𝑺𝑴𝑬 =  √
∑ (𝒙−𝒙𝒊)𝟐𝒏

𝒊=𝟏

𝒏
 . (17) 

Mean Absolute Error:It calculates the average error size over 

a group of projections without taking into account their 

directions. 

 𝑴𝑨𝑬 =
∑ ‖𝒙−𝒙𝒊‖𝒏

𝒊=𝟏

𝒏
 . (18) 

Localization Error Outage: LEO specifies probability of error 

exceeding some threshold (TH).  

 𝑳𝑬𝑶 = 𝑷(‖𝒙 − 𝒙𝒊‖ > 𝑻𝑯), (19) 

whereas (x,y) represents the target tag's expected coordinates, 

(xi, yi) represents the target tag's actual location. 

III. PROPOSED ALGORITHM 

Algorithm flow: 

1. RSSI Data Acquisition: Collecting RSSI signals from 

all RFID tags aids in identifying their locations under specific 

antennas. 

2. Training Data: The implemented system undergoes 

training using RSSI values received at antennas. 

3. Sample Generation: Generating samples at 0.05-

second intervals from received data, inputting them into a 

three-layer WNN enhances accuracy. To create a non-linear 

mapping between RSSI and separation, the WNN uses the 

separation matrices of reference tags and their RSSI values as 

training data. With the help of this mapping, it is possible to 

forecast the distance between the goal tag and antennas using 

RSSI, which is measured by the antenna. The objective tag's 

position is computed by building a variable equation set, 

which is then converted into an optimization problem that is 

solved iteratively. WNN output serves as input to EKF. 

4. Localization and Error Estimation: Locating all 

RFID tags and calculating localization errors. 

5. Output Generation: WNN processes input samples, 

generating the desired RFID track. 

6. Parameter Calculation: Calculating and comparing 

localization error, RMSE, MAE, and LEO with traditional 

systems. Predicting the target tag-antenna separation aligns 

with the mapping relation constructed from the target tag's 

features. Employing WNN iterations intensifies location 

accuracy. Figure 4 illustrates the proposed system's flowchart. 

 

 
Fig. 4. Proposed system flowchart. 

IV. EXPERIMENTAL SETUP AND RESULTS 

In the proposed work, four RFID antennas are strategically 

placed at the corners of a 50x50 meter area. Ten RFID tags 

are utilized for efficient localization. Figure 5 illustrate the 

antenna configuration and localization setup. Assuming a 

direction loss attenuation component of 2.4, the antennas are 

positioned at (0, 0), (0, 50), (50, 0), and (50, 50) for 

comprehensive coverage of the designated area. 

 

Fig5. Environmental setup. 
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Tables 1 and 2 present equipment specifications and 

corresponding RSSI values for multi-target localization. A 

randomly chosen object from localized objects undergoes 

tracking. The figure 6 illustrates RFID tag/object localization 

of 10 tags using the proposed system. Signal strength 

decreases as the object moves away from the RFID antenna, 

causing a shadowing effect due to the indoor environment's 

complexity and obstructions. 
 

TABLE 1 

EQUIPMENT SPECIFICATIONS 

 

RFID Tag RSI 611 

 
Antenna 

Gain 8dB 

Polarization LHCP 

Frequency 851.625 MHz 

 
TABLE 2. 

RSSI VALUES FROM FOUR ANTENNAS IN dBm 
 

 
 

 
Fig. 6. Localization of RFID tags/objects 

The localization error of the proposed algorithm is found to be 

0.03 meters, which is far less than the BPSVR algorithm[5] in 

which it is 0.09 meters. Accuracy of the proposed system is 

enhanced by 63%.The graph representing localization error is 

shown in figure 7 below. After localization one of the RFID 

tags/objects can be tracked randomly. Trajectory and tracking 

of fifth RFID tag/object is shown in figures 8. The graphical 

representation of evaluation parameters RMSE, MAE and 

LEO for all 10 tags is shown in figure 9. For a comparison 

between the traditional algorithm and the proposed algorithm, 

a tabular comparison of evaluation parameters is given in 

Table 3. 

 
Fig. 7. Localization error by proposed algorithm 

 

 
(a) 

 
(b) 

Fig. 8. (a) Estimated trajectory, (b) Tracking of fifth 

RFIDtag/Object 

Table 3 reports numerical outcomes, indicating a 

substantial reduction in localization error (9cm to 3cm), 

RMSE (24cm to 3cm), MAE (21cm to 8cm), and improved 

LEO (0.4 to 0.29). The system's accuracy significantly 

improves. The combined use of WNN and EKF effectively 

identifies and tracks objects. WNN's learning and feature 

extraction, coupled with EKF's real-time problem handling, 

make the model highly efficient. WNN captures nonlinearities 

at different scales, while EKF algorithm accurately predicts 

past, present, and future states, offering a promising solution 

for object tracking and identification. 
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(a) 

 
(b) 

 
(c) 

Fig. 9. Evaluation parameters for 10 target tags: (a) RMSE, (b) MAE,  

(c) LEO  
 

TABLE 3. 

COMPARISON OF PARAMETERS 

 

 

 

 
 

V. CONCLUSIONS 

 

The proposed indoor multi-target localization and tracking 

method, combining WNN and EKF, outperforms conventional 

approaches by leveraging their respective strengths. WNN 

excels in capturing time and frequency domain characteristics, 

handling non-linear and non-stationary data, while EKF 

precisely tracks target objects in real-time. The fusion 

enhances accuracy and robustness. Using RSSI and phase as 

feature input vectors provides additional benefits, improving 

signal strength and angle of arrival estimation for precise 

localization. Experimental results show substantial 

improvements in key metrics—67%, 87.5%, 62%, and 27.5% 

for Localization error, RMSE, MAE, and LEO, respectively. 

The synergy of WNN, EKF, RSSI, and phase elevates 

accuracy and robustness, with implications for industries like 

healthcare, retail, and manufacturing in refining indoor 

positioning systems. 
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